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Deep learning is a truly transformative technology and the longer-
term impact on the radiology market should not be under-estimated. 
It's more a question of when, not if, machine learning will be routinely 
used in imaging diagnosis.



What machine seesWhat human sees

Deep Learning
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Supervised learning is the machine learning technique of finding a feed-forward function 

𝑓 𝒙 = 𝒚 from labeled training data, {( 𝒙(𝑖) , 𝒚(𝑖)): 𝑖 = 1,… ,𝑚}, such that 𝑓 𝒙(𝑖) = 𝒚(𝑖), 𝑖 = 1, … ,𝑚.

What is Machine Learning?
ML gives computers the ability to learn without being explicitly programmed. 

Unsupervised learning infer a function 

to describe hidden structure from unlabeled data 
leaving it on its own to find structure in its input.

Reinforcement learning concerned with how 
software agents ought to take a actions in an 

environment so as to maximize some notion of 
cumulative reward.

Training data {( 𝒙(𝑖) , 𝒚(𝑖)): 𝑖 = 1,… ,𝑚}
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Fingerprint recognition: Easy due to its three basic 
patterns: arch, loop and whorl.   

Scientists have found that family members often share the same general fingerprint 
patterns, leading to the belief that these patterns are inherited

https://en.wikipedia.org/wiki/Heredity


Face recognition

Question. Which one is Obama’s cartoon?

Any pattern?
Invariant theory



Machine learning-Feature Representation
Low level sensing-Preprocessing-Feature extraction-
-Feature selection-Inference, Prediction, Recognition

• Most critical for accuracy

• Account for most of the 
computation for testing

• Most time-consuming in 
development cycle

• Often had-craft in practice 

Feature Learning: instead of designing features, let’s 
design feature learners…



Supervised Learning
Given training data {( 𝒙(𝑖) , 𝒚(𝑖)): 𝑖 = 1, … ,𝑚}, supervised learning is machine learning 

technique of finding a feed-forward function 𝑓 𝒙 = 𝒚 such that 𝑓 𝒙(𝑖) = 𝒚(𝑖), 𝑖 = 1, … ,𝑚.
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𝑓 = 𝒚 = 

𝑦1
𝑦2
𝑦3
𝑦4
𝑦5
𝑦6
𝑦7
𝑦8
𝑦9
𝑦10

𝒙=image with
𝑛 pixels

𝑦1 = 1 corresponds to 𝑥 = 0.

Training data {( 𝒙(𝑖) , 𝒚(𝑖)): 𝑖 = 1,… ,𝑚}

𝑦5 = 0 corresponds to 𝑥 ≠ 4.
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Deep learning: Convolution Neural Network

𝒇 𝒙 = 𝐟𝟎(𝚽 𝒙 )

In deep convolution neural network the feed-forward function 𝑓 is often given by

𝚽 𝒙 = 𝒈 𝑾𝒌𝒈 𝑾𝒌−𝟏… 𝒈 𝑾𝟐 𝒈 𝑾𝟏𝒙 …

Φ =
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𝟎 𝟏 𝟐 𝟑 𝟒 𝟓 𝟔 𝟕 𝟖 𝟗

𝑾: Library of 
digits
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𝑓0

Best 
matching 

𝒈 is a vector valued function. Ex) g is ReLU or pooling. 
𝒙 = (𝒙, 𝟏), 𝑾 = (weight & bias).

The mission of CNN is to 
determine 𝑾𝒋, 𝒋 = 𝟏, … , 𝒌,
from the training data 
{( 𝒙(𝒊) , 𝒚(𝒊)): 𝒊 = 𝟏,… ,𝒎}. 



Deep learning: Convolution Neural Network

=

Example of handwritten digit recognition
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𝑓0𝒇 𝑓0 =
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1 + 𝑒−𝑠



Finding the following 𝚽 is the dream of 
kernel Learning Algorithms  (by S. Mallat)

𝚽
𝒙 𝒇

𝚽 𝒙 ≠ 𝚽 𝒙′ if 𝒇 𝒙 ≠ 𝒇 𝒙′

Example of 
handwritten digit 

recognition

Φ ≈ Φ ≈Φ ≈ ΦΦ ≈

Invariants: translations, diffeomorphisms (scaling, rotations,…)

Φ ≠ ΦΦ ≠



Example of Supervised 
learning
Given training data {( 𝒙(𝑖) , 𝒚(𝑖)): 𝑖 = 1, … ,𝑚}, supervised learning is machine learning 

technique of finding a feed-forward function 𝑓 𝒙 = 𝒚 such that 𝑓 𝒙(𝑖) = 𝒚(𝑖), 𝑖 = 1, … ,𝑚.

Assume 𝑓:ℝ3 → ℝ3 is approximately linear. When training data is 
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then the feed-forward function 

𝑓 𝒙 = 𝒚 can be approximated as 𝒇 ≈
𝟐 𝟏 −𝟏
𝟏𝟏
−𝟓

𝟕 −𝟐
𝟑 𝟔

.

Assume 𝑓:ℝ → ℝ is a function. The training data is 
given by

then the feed-forward function can be 
approximated as 

f x = 5 cos 𝑥 + 7 cos 2𝑥 + cos(4𝑥)
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Basis: Fourier Transform
Basis

The Fourier transform of 𝑓 is defined by

ℱ𝑓 𝜉 =  −∞
∞

𝑓(𝑡) 𝑒−2𝜋𝑖𝜉𝑡 𝑑𝑡.

Each fourier transform acts as a basis to 
demonstrate the ability to distinguish 
different signals.

Every function can be expressed as a linear combination of basis functions 𝑓 =  𝑐𝑗𝜙𝑗, 

where 𝜙0, 𝜙1, ⋯ is a set of orthonormal basis < 𝜙𝑛, 𝜙𝑚 > =  
1 𝑖𝑓 𝑛 = 𝑚,
0 𝑖𝑓 𝑛 ≠ 𝑚.



Approximation by 4 principal components (basis) only 

𝒙 𝟏 , ⋯ , 𝒙 𝟑𝟐 ⊂ 𝑹𝒏

𝐧 = 𝟑𝟐𝟏 × 𝟐𝟔𝟏 𝒅𝒊𝒎𝒆𝒏𝒔𝒊𝒐𝒏𝒂𝒍 𝒊𝒎𝒂𝒈𝒆𝒔 𝟒 𝒅𝒊𝒎𝒆𝒏𝒔𝒊𝒐𝒏𝒂𝒍 𝒊𝒎𝒂𝒈𝒆𝒔

Slide Credit: Vaclav



What is Deep Learning?
What is Shallow Learning?



The name Deep Learning can mean different things 
for different people. 

• For many researchers, the word "Deep" in 
"Deep Learning" means that the neural 
network has more than 2 layers. This 
definition reflects the fact that successful 
neural networks in speech and vision are 
both deeper than 2 layers. 

• For many other researchers, the word 
"Deep" is also associated with the fact that 
the model makes use of unlabeled data. 

• For many people that I talk to in the 
industry, the word "Deep" means that there 
is no need for human-invented features.



What is Neural Network?  

Generating Image 
Descriptions for 
unlabeled images

Artificial neural networks are relatively crude electronic networks of 
"neurons" based on the neural structure of the brain. They process 
records one at a time, and "learn" by comparing their classification of the 
record (which, at the outset, is largely arbitrary) with the known actual 
classification of the record. The errors from the initial classification of the 
first record is fed back into the network, and used to modify the networks 
algorithm the second time around, and so on for many iterations.



To reduce the 
economic 
burden of  
health care, ...

• Machine learning techniques have received huge attention in recent 
years due to its remarkable ability of feature learning.

• DL is tackling problems by taking on many of the repetitive and time-
consuming tasks performed by radiologists. 

• ML can enhance its ability to make the best predictions (or decisions) 
when faced with new data.

Deep learning for time-saving 
diagnosis & improving work flow



8 Inspirational Applications of

Deep Learning

By Jason Brownlee on July 14, 2016 in Deep Learning 



1. Automatic Colorization of Black and White Images

Reduce 
many of 
the 
repetitive 
and time-
consuming 
tasks



2. Automatically Adding Sounds To Silent Movies

In this task the system must synthesize sounds to match a silent video.

Reduce many of the repetitive and time-consuming 
tasks



3. Automatic Machine Translation

This is a task where given words, phrase or sentence in one language, automatically translate it into 
another language.

Automatic machine translation has been around for a long time, but deep learning is achieving top results 
in two specific areas: Automatic Translation of Text. Automatic Translation of Images.

Reduce many of the repetitive and time-consuming 
tasks



This task requires the classification of objects within a photograph as one of a 
set of previously known objects.

Reduce many of the repetitive and time-consuming 
tasks



Reduce many of the repetitive and time-consuming 
tasks



This is an interesting task, where a corpus of text is learned and from this model new text is generated, 
word-by-word or character-by-character.

Reduce many of the repetitive and time-consuming 
tasks



Automatic image 
captioning is the task 
where given an image 
the system must 
generate a caption that 
describes the contents 
of the image.

인간의 단순 반복적인 업무 대체Reduce many of the repetitive and time-consuming 
tasks



정확한 계산에 의한 판세분석



Deep Learning 
for medical imaging analysis
The accumulation of X-rays, CT scans and 
MRIs means that doctors face an enormous 
task of sifting through this medical data in 
order to reach diagnoses. But now, thanks to 
advances in machine learning, this task is 
becoming much easier.



Automated Fetal Biometry

• Head (BPD, OFD, HC, Cephalic index)
• Thorax (Axis, Heart circumference Area,  Thoracic circumference area, Head/Thorax ratio)

• Abdomen Circumference (AC), 
• Bones: Femur (Femur length), Other Bones(optional)

Sub-challenges (HC, BPD, Femur length) 

Challenge (AC) 

현존하는 방식 : 정확도 매우 낮음

to estimate fetal weight & fetal growth abnomalities

Goal: Improve clinical workflow 
ergonomic stress 감소/업무process 간소화/ 문서작업 최소화



Deep learning has been applied to a range of problems in Computed 
Tomography including: 
• Anatomy recognition
• Organ segmentation; Pancreas Segmentation, Unary Bladder 

segmentation
• Image Registration (X-ray)
• Lung texture classification and airway detection
• Computed Aided Diagnosis; Lymph node detection, Lung nodule 

detection and classification, Liver Lesion segmentation

Slide from Sarfaraz Hussein
et al.

Deep learning 
Methodologies 
in Computed 
Tomography 



Anatomy Recognition
Objective: This paper aims at: 1) discover the 
local regions that are discriminative and non-
informative to the image classification problem, 
and 2) learn a image-level classifier based on 
these local regions.

Method:
• Training CNN in 2 stages:

- Multiple Instance learning based pre-training
- CNN Boosting for improved recognition

• Multiple instance learning is used to automatically 
learn the discriminative local patches from the CT 
scans

Yan, Zhennan, et al. "Multi-Instance Deep Learning: Discover Discriminative Local 
Anatomies for Bodypart Recognition." IEEE transactions on medical imaging 35.5 (2016) 



Pancreas Segmentation
Objective: The pancreas is an abdominal organ 
with very high anatomical variability. This inhibits 
previous segmentation methods from achieving 
high accuracies, especially compared to other 
organs such as the liver, heart or kidneys. This 
paper presents a probabilistic bottom-up 
approach for pancreas segmentation in abdominal 
computed tomography (CT) scans, using multi-
level deep convolutional networks.

Roth, Holger R., et al. "Deeporgan: Multi-level deep convolutional networks for 
automated pancreas segmentation." International Conference on Medical Image 
Computing and Computer-Assisted Intervention. Springer International Publishing, 2015.



2D/3D Registration

Miao, Shun, Z. Jane Wang, and Rui Liao. "A CNN Regression Approach for Real-Time 2D/3D Registration." IEEE transactions on medical imaging 35.5 (2016)



Lung Texture Classification/Airway Detection 

van Tulder, Gijs, and Marleen de Bruijne. "Combining Generative and Discriminative Representation Learning for Lung CT Analysis With 
Convolutional Restricted Boltzmann Machines." IEEE transactions on medical imaging 35.5 (2016)



Lymph Node Detection

Roth, Holger R., et al. "A new 2.5 D representation for lymph node detection using random sets 
of deep convolutional neural network observations."International Conference on Medical Image 
Computing and Computer-Assisted Intervention. Springer International Publishing, 2014.



Lung Nodule Detection

Method:

Setio, Arnaud Arindra Adiyoso, et al. "Pulmonary nodule detection in CT images: false positive 
reduction using multi-view convolutional networks."IEEE transactions on medical imaging 35.5 (2016)



Electroencephalogr
am

Objective: demonstrate an algorithm to 
automatically learn the time-limited waveforms 
associated with phasic events that repeatedly 
appear throughout an electroencephalogram

Method:

Austin J. Brockmeier et al. ‘Learning Recurrent Waveforms within EEGs’, TBME 



Electrophysiological mapping
https://hal.inria.fr/tel-01206478/document/

http://www-sop.inria.fr/members/Nicholas.Ayache/



Anatomical Structure Sketcher for 
Cephalograms
by Bimodal Deep Learning

The lateral cephalogram is a commonly used medium to acquire patient-specific morphology 
for diagnose and treatment planning in clinical dentistry. The robust anatomical structure 
detection and accurate annotation remain challenging considering the personal skeletal 
variations and image blurs caused by device-specific projection magnification, together with 
structure overlapping in the lateral cephalograms.


